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Let's Talk About Blocks, Baby ...
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Let's Talk About the Wumpus Instead?
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Blocks/Wumpus, Who Cares? Let's Talk About Numbers!
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Now We're Talking . ..
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What Are the Practical Relevance/Applications?
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What Are the Practical Relevance/Applications?

You're asking it anyhow?
@ Logic programming. Prolog et al.
@ Databases. Deductive databases where elements of logic allow to
conclude additional facts. Logic is tied deeply with database theory.
@ Semantic technology. Mega-trend since > a decade. Use PL1
fragments to annotate data sets, facilitating their use and analysis.

— Prominent PL1 fragment: Web Ontology Language OWL.
— Prominent data set: The WWW. (— Semantic Web)

Assorted quotes on Semantic Web and OWL.:
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(A Few) Semantic Technology Applications
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Our Agenda for This Topic

— Our treatment of the topic “Predicate Logic Reasoning” consists of
Chapters 12 and 13. J

° Basic definitions and concepts; normal forms.

— Sets up the framework and basic operations.

° Compilation to propositional reasoning; unification;
lifted resolution.

— Algorithmic principles for reasoning about predicate logic.
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Our Agenda for This Chapter

e Syntax: How to write PL1 formulas?

— Obviously required.

@ Semantics: What is the meaning of PL1 formulas?

— Obviously required.

@ Normal Forms: What are the basic normal forms, and how to
obtain them?

— Needed for algorithms, which are defined on these normal forms.
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The Alphabet of PL1

Common symbols:

e Variables: x, xy, zo, ..., 2", 2", ...y, ..., 2, ...
e Truth/Falseness: T, L. (As in propositional logic)
@ Operators: =, V, A, =, <>. (As in propositional logic)
@ Quantifiers: V, 3.
— Precedence: = > V,3 > ... (we'll be using brackets).

Application-specific symbols:

e Constant symbols  (“object”, e.g., BlockA, BlockB,a,b,c,...)

e Predicate symbols, arity > 1 (e.g., Block(.), Above(.,.))

e Function symbols, arity > 1  (e.g., WeightOf(.), Succ(.))
Definition (Signature). A signature 3 in predicate logic is a finite set
of constant symbols, predicate symbols, and function symbols.

— In mathematics, > can be infinite; not considered here.
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Our “Silly Running Example”: Lassie & Garfield

Constant symbols: Lassie, Garfield, Bello, Lasagna, ...
Predicate symbols: Dog(.), Cat(.), Eats(.,.), Chases(.,.), ...

Function symbols: FoodOf(.), ...

Example: Vz[Dog(x) — JyChases(z,y)], which in words means

[We'll be showing the Lassie & Garfield example in this color and square
brackets all over the place.]
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Syntax of PL1

— Terms represent objects:
Definition (Term). Let X be a signature. Then:

1. Every variable and every constant symbol is a X-term. [z, Garfield]

2. Ifty,to, ..., t, are X-terms and f € X is an n-ary function symbol,
then f(t1,ta,...,t,) also is a X-term.  [Food Of (z)]

Terms without variables are ground terms.  [FoodOf (Garfield)]

— For simplicity, we usually don't write the “Y-".

— Atoms represent atomic statements about objects:
Definition (Atom). Let 3 be a signature. Then:
1. T and L are -atoms.
2. Ifti,to,...,t, are terms and P € X is an n-ary predicate symbol,
then P(t1,ta,...,t,) is a X-atom.  [Chases(Lassie,y)]
Atoms without variables are ground atoms.  [Chases(Lassie, Garfield)]
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Syntax of PL1, ctd.

— Formulas represent complex statements about objects:

Definition (Formula). Let ¥ be a signature. Then:
1. Each X-atom is a ¥:-formula.
2. If p is a X-formula, then so is —p.
The formulas that can be constructed by rules 1. and 2. are literals.
If ¢ and 1) are X-formulas, then so are:
4. o N, oV, o =, and p <> 1.
If ¢ is a ¥-formula and x is a variable, then
5. Yap is a ¥-formula  ("Universal Quantification™).

6. Jxy is a X-formula  (“Existential Quantification”).
— [E.g., Cat(Garfield) V = Cat(Garfield); and 3x[Fats(Garfield, x)|]

Koehler and Torralba Artificial Intelligence Chapter 07: Predicate Logic Reasoning, Part | 15/44



Syntax

Alternative

0000e00

Notation
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Questionnaire

Example “Animals” ¥: Constant symbols
{Lassie, Garfield, Bello, Lasagna}; predicate symbols { Dog(.), Cat(.),
Eats(.,.), Chases(.,.)}; funtion symbols { FoodOf (.)}.

Question!

Which of these are >-formulas?

(A): Vx[Chases(x, Garfield) —
Chases(Lassie, x)]

(C): Vx[(Dog(x) A
FEats(z, Lasagna)) —
Jy(Cat(y) A Chases(y,x))]

(B): Eats(Bello, Cat(Garfield))
(D): 3x[Dog(x) A
Eats(z, Lasagna)
Vy(Cat(y) —
Chases(y, ))]
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Questionnaire, ctd.

Example “Integers” 3: Constant symbols {1,2,3,...}; predicate
symbols { Even(.), Equals(.,.)}; funtion symbols {Succ(.)}.

Which of these are >-formulas?
(A): Jz[Even(x) —
Even(Succ(Suce(x)))].
(C): Even(l) —
VxEquals(x, Succ(z)).

(B): Jz[Even(x) —
Succ(Even(Suce(z)))].
(D): Even(l) — V2Equals(2,2).
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The Meaning of PL1 Formulas

Example: Vu|Block(x) — Red(x)|, Block(A)

— For all objects z, if x is a block, then z is red. A is a block.

More generally: (Intuition)

e Terms represent objects.  [FoodOf (Garfield) = Lasagnal

@ Predicates represent relations on the universe.
[Dog = {Lassie, Bello}]

@ Universally-quantified variables: “for all objects in the universe”.

o Existentially-quantified variables: “at least one object in the
universe”.

— Similar to propositional logic, we define interpretations, models,
satisfiability, validity, ...
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Semantics of PL1: Interpretations

Definition (Interpretation). Let 3 be a signature. A Y-interpretation is a pair
(U, I) where U, the universe, is an arbitrary non-empty set [U = {01, 09, ... }],
and I is a function, notated as superscript, so that
1. I maps constant symbols to elements of U: ¢! € U [Lassie’ = 0]
2. I maps n-ary predicate symbols to n-ary relations over U :
Pl C U™ [Dog" = {o1,03}]
3. I maps n-ary function symbols to n-ary functions over U :
fleUr = U] [FoodOf" = {(01 + 04), (02 — 05),...}]
— We will often refer to I as the interpretation, omitting U. Note that U may
be infinite.

Definition (Ground Term Interpretation). The interpretation of a ground
term under I is (f(t1,...,t,)) = fL(t, ... t]). [(FoodOf (Lassie))! =

Definition (Ground Atom Satisfaction). Let ¥ be a signature and I a
Y-interpretation. We say that I satisfies a ground atom P(t1,...,t,), written
I P(ty,... tn), iff(t,... t]) € PI. We also call I a model of
P(t1,...,tn). [I | Dog(Lassie) because Lassie’ = o, € Dog']
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Interpretations: Example

Example “Integers”: U = {1,2,3,...}; 11 =1,21 =23/ =3, .. ;
Even! ={2,3,4,6,...}, Equals’ = {(1,1),(2,2),...};
Succ! = {(1—2),(2~3),...}.

Question 1: [ = Even(2)?
Question 2: [ = Even(Succ(2))?

Question 3: [ = Equals(x, Succ(2))?
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Semantics of PL1: Variable Assignments

Definition (Variable Assignment). Let X be a signature and (U,I) a
Y-interpretation. Let X be the set of all variables. A variable assignment « is a
function o : X — U. [a(x) = o04]

Definition (Term Interpretation). The interpretation of a term under I and «

is:
1. ol =a(x) [21 = 0]
2. che=¢! [Lassie”™™ = Lassie’]
30 (f(trse s t))l = FIET7, o t)

(
[(FoodOf ()" = FoodOf" ( ’”) FoodOf'(01) = 04]

Definition (Atom Satisfaction). Let X be a signature, I a Y-interpretation,
and « a variable assignment. We say that I and « satisfy an atom

P(ty, ... ty,), written I, o |= P(ty, ... t,), iff (0, ... t12) € P1. We also
call I and o a model of P(ty,...,ty).
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Semantics of PL1: Formula Satisfaction

Notation: In a? we overwrite z with o in a: for

a={(x—o01),(y—o02),,.. .}, af ={(x~o),(yr 02),,...}.

Definition (Formula Satisfaction). Let X be a signature, I a

Y.-interpretation, and « a variable assignment. We set:
ILaETand IalL

IakE—p iff Lallye

LaEeNy  iff LaEyandIl,al=1vy
LaEoeVvy iff LaEFgporl,alE=1
LakEp—y iff ifI,a = ¢, then I, a0 =1
LaEesy iff if[,al= ifand only if I, a0 =1
I,a =Vap iff for allo € U we have I,a% = ¢
I,a = Jzp iff there exists o € U so that I, a% = ¢

IfI,a |= @, we say that I and « satisfy ¢ (are a model of ).

[ = Vz[Dog(x) — JyChases(x,y)], Dogh® = {Lassie™™, Bello"*}, Chases™* =
{(Lassie™™, Garfield"*)}. Then I, a [~ ¢ because Bello does not chase anything.]
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PL1 Satisfiability etc.

Satisfiability
A PL1 formula ¢ is:
o satisfiable if there exist I, a that satisfy .
@ unsatisfiable if ¢ is not satisfiable.
o falsifiable if there exist I, a that do not satisfy .

e valid if I, |= ¢ holds for all I and a. We also call ¢ a tautology.

Entailment and Equivalence

@ entails ¥, ¢ = 1), if every model of ¢ is a model of .
@ and © are equivalent, ¢ =, if p =1 and ¢ = .

Attention: In presence of free variables!

— Do we have Dog(z) = Dog(y)?

Koehler and Torralba Artificial Intelligence Chapter 07: Predicate Logic Reasoning, Part | 25/44



Semantics
000000e00

Free and Bound Variables

=Yz [R(y, 2) A Jy(=P(y,2) V R(y, 2))]

Definition (Free Variables). By vars(e), where e is either a term or a
formula, we denote the set of variables occuring in e. We set:

free(P(t1,...,t,)) = wars(ty)U---Uwvars(ty)

Jree(—e) = free(p)

free(p * 1) = free(p) U free(y) for x € {\,V, =, <>}
free(Vayp) = free(p) \ {z}

free(Jrp) = free(p) \ {z}

free(p) are the free variables of p. ¢ is closed if free(p) = 0.

— In the above ¢, which variable appearances are free?

— Knowledge Base (aka logical theory) = set of closed formulas. From
now on, we asume that ¢ is closed.

— We can ignore «, and will write I |= ¢ instead of I, a = .
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Questionnaire

Example “Animals”: U = {01,02,03,04, 05}; Lassiel = 01, Garfield' = o0,,
Bello' = 03, Lasagna®’ = 04, Chappi’ = 05; Dog! = {01, 03}, Cat’ = {02},
Eats' = {(01,04), (02,04), (03,05)}, Chases! = {(01,03), (03, 02), (02,01)}.

For which of these ¢ do we have I = ¢?

(A): Va[Chases(x, Garfield) — (B): Eats(Bello, Cat(Garfield))
Chases(Lassie, x)] (D): 3z[Dog(z) A

(C): Vz[(Dog(z) A FEats(x, Lasagna) A
FEats(z, Lasagna)) — Vy(Cat(y) —
Jy(Cat(y) A Chases(y,x))] Chases(y,x))]
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Questionnaire, ctd.

Example “Integers”: U = {1,2,3,...}; 11 =1,21 =2, .. ;
Even' ={2,4,6,...}, Equals’ = {(1,1),(2,2),...};
Suce’ = {(1+—2),(2+—3),...}.

Question!
For which of these ¢ do we have I |~ ¢?
(A): Jz[Even(z) — (B): Jz[Even(z) —
Even(Suce(Suce(x)))]. Succ(Even(Succ(x)))].
(C): Even(1l) — (D): Even(1) —
Va Equals(z, Suce(x)). V2Equals(2, Succ(2)).
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Before We Begin

Why normal forms?
@ Convenient: full syntax when describing the problem at hand.

@ Not convenient: full syntax when solving the problem.

“Solving the problem”? Decide satisfiability!
— Uniform decision problem to tackle deduction as well as other
applications. (Same as in propositional logic, cf. )

Which normal forms?

@ Prenex normal form: Move all quantifiers up front.

@ Skolem normal form: Prenex, + remove all existential quantifiers
while preserving satisfiability.

@ Clausal normal form: Skolem, + CNF transformation while
preserving satisfiability.
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Prenex Normal Form: Step 1

quantifier prefix + (quantifier-free) matrix

Qr1Qr2Q3 ... Qry @

Step 1: Eliminate — and <+, move — inwards

Q (p e v)=[lp—=¢) AW — )] (Eliminate “<")

Q (p— ) =(—p V1) (Eliminate “—")

Q ~(pAY) = (e V=) and ~(p V1) = (mp A —¢)
=z = Iz and —Ixp = V- (Move “=" inwards)

Example: —Vz[(VzP(x)) — R(x)]
— Eliminate — and <:
— Move — across first quantifier:

— Move — inwards:
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Prenex Normal Form: Step 2

quantifier prefix + (quantifier-free) matrix

Qr1Qr2Qw3 ... QY

Step 2: Move quantifiers outwards

Vap) A =Va(e A1), if © not free in 1.
Vo) Vi =Va(e V), if © not free in 1.
Jzp) A = Fz(p A ), if z not free in 1.
Azp) Vop = Fz(p V),

° (
° (
° (
° (

if £ not free in 4.

Example “Animals”: Vx[-Dog(x) V 3y Chases(x, y)]
— Move “Jy" outwards:

Example: 3z[(VaP(z)) A ~R(x)]
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Prenex Normal Form: Variable Renaming

Notation: If z is a variable, ¢ a term, and ¢ a formula, then the
instantiation of x with ¢ in ¢, written %, replaces all free appearances

of z in ¢ by t. If t =y is a variable, then go% renames x to y in .

Lemma. If y & vars(y), then Voo = Vygo% and Jxp = Elycpg.

Step 2 Addition: Rename variables if needed

For each Step 2 rule: If = is free in 1), then rename z in (V)
respectively (3zp) to some new variable y. Then, the rule can be applied.

Example: 3z[(VxP(x)) A ~R(x)]

— Rename £ in (VzP(x)):

— Move Vy outwards:

Theorem. There exists an algorithm that, for any PL1 formula o,

efficiently (i.e., in polynomial time) calculates an equivalent formula in
prenex normal form. (Proof: We just outlined that algorithm.)
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Skolem Normal Form

universal prefix + (quantifier-free) matrix

Ve, VeoVes .. Vo, §

Theorem (Skolem). Let ¢ = Va; ...V, 3yy be a closed PL1 formula in
prenex normal form, such that all quantified variables are pairwise distinct, and
the k-ary function symbol f does not appear in p. Then p is satisfiable if and
only if Vay - - ~mG1/1m+ is satisfiable. (Proof omitted.)

CT)
Note: Here, “0O-ary function symbol” = constant symbol.

Transformation to Skolem normal form

Rename quantified variables until distinct. Then iteratively remove the outmost
existential quantifier, using Skolem’s theorem.

Example. J2Vy3zR(z,y, ) is transformed to:
— Remove"dz": Remove "dz":

— Note the arity/arguments of f vs. g: “x1...x}" in the above!
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Skolem Normal Form, ctd.

Notation: A formula is in Skolem normal form (SNF) if it is in prenex normal
form and has no existential quantifiers.

Theorem. There exists an algorithm that, for any closed PL1 formula ¢,
efficiently calculates an SNF formula that is satisfiable iff ¢ is. We denote that
formula ¢*. (Proof: We just outlined that algorithm.)

Example 1: (a) 1 = FyVz[-~Dog(z) V Chases(x,y)]: "There exists a y chased
by every dog z".

Example 2: (a) o = VaTIy[-Dog(z) V Chases(x,y)]: “For every dog x, there
exists y chased by z".

— Satisfying existential quantifier for universally quantified variables =1, ..., zg
= choosing a value for a function of x1, ..., xg.

Note: ©* is not equivalent to . ¢* implies ¢, but not vice versa. Example for I = ¢
but T [~ ¢*: ¢ = 3z Dog(x), ¢* = Dog(f), Dog’ = {Lassie}, f* = {Garfield}.
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Questionnaire

Which are Skolem normal forms of
Va3dy[—Dog(x) V ~Eats(z, Lasagna) V (Cat(y) A Chases(y, x))]?

(A): VaIy[-Dog(z) V

—FEats(z, Lasagna) V (B): Va[=Dog(z) Vv
(Cat(f(z)) A —Fats(z, Lasagna) V
Chases(f(z), z))] (Cat(f) A Chases(f,x))]

(C): Vz[-Dog(x) V (D): Yz[-Dog(z) V
—Fats(z, Lasagna) V —Fats(z, Lasagna) V
(Cat(f(x)) A (Cat(g(z)) A Chases(g(z), z))]

Chases(f(z), z))]
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Clausal Normal Form

universal prefix + disjunction of literals

VaoiVeoVes .. V:I,‘n(ll VeV ln>
— Written {l1,...,0,}.

@ Transform to SNF: VxVaoVas - - -V, ©.

@ Transform ¢ to satisfiability-equivalent CNF ). (Same as in
propositional logic.)

© Wirite as set of clauses: One for each disjunction in ).

@ Standardize variables apart: Rename variables so that each occurs in
at most one clause. (Needed for PL1 resolution, )

<

Theorem. There exists an algorithm that, for any closed PL1 formula o,
efficiently calculates a formula in clausal normal form that is satisfiable iff
¢ is. (Proof: We just outlined that algorithm.)
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All 3 Transformations: Example

Vx[Vy(Animal(y) — Loves(z,y)) — JyLoves(y, )]

— Means what?

1. Eliminate equivalences and implications:

2. Move negation inwards:

3. Move quantifiers outwards: — Prenex normal form.
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All 3 Transformations: Example, ctd.

Va3y3z[(Animal(y) A —~Loves(z,y)) V Loves(z, )]

4. Make quantified variables distinct: (Nothing to do)

5. Remove existential quantifiers: — Skolem normal form.

6. Transform to CNF:

7. Write as set of clauses:

8. Standardize variables apart: — Clausal normal form.
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Questionnaire

Example “Animals” (simplified): U = {01, 02, 03}; Lassie’ = o1,
Garfield" = 0y, Bello' = 03; Dog’ = {01,03}, Chases’ = {(03,02), (01, 03)}.

Question!

Which of these ¢ (1) have I |= ¢, or (2) are satisfiable by

extending I with an interpretation of f?

(A): Vz3y[Dog(z) — (B): FyVz[Dog(z) —
Chases(x,y)] Chases(x,y)]

(C): Vx[Dog(z) — (D): Va[Dog(x )%
Chases(x, f(x))] Chases(zx, f)]
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Summary

@ Predicate logic allows to explicitly speak about objects and their properties.
It is thus a more natural and compact representation language than
propositional logic; it also enables us to speak about infinite sets of objects.

@ Logic has thousands of years of history. A major current application in Al
is Semantic Technology.

@ First-order predicate logic (PL1) allows universal and existential
quantification over objects.

@ A PL1 interpretation consists of a universe U and a function I mapping
constant symbols/predicate symbols/function symbols to
elements/relations/functions on U.

@ In prenex normal form, all quantifiers are up front. In Skolem normal form,
additionally there are no existential quantifiers. In clausal normal form,
additionally the formula is in CNF.

@ Any PL1 formula can efficiently be brought into a satisfiability-equivalent
clausal normal form.
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Reading

@ Chapter 8: First-Order Logic, Sections 8.1 and 8.2 [Russell and Norvig
(2010)].

Content: A less formal account of what | cover in “Syntax” and
“Semantics”. Contains different examples, and complementary
explanations. Nice as additional background reading.

Sections 8.3 and 8.4 provide additional material on using PL1, and on
modeling in PL1, that | don’t cover in this lecture. Nice reading, not
required for exam.

@ Chapter 9: Inference in First-Order Logic, Section 9.5.1 [Russell and
Norvig (2010)].

Content: A very brief (2 pages) description of what | cover in “Normal
Forms”. Much less formal; | couldn't find where (if at all) RN cover
transformation into prenex normal form. Can serve as additional reading,
can't replace the lecture.
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